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Abstract. The aim of this paper is to propose a method for identifying
the opponent formation type in an online manner during a game. To
do so, opponent teams were clustered according to the position of their
players. Each cluster is investigated to determine the difficulty for our
team to defeat such a strategy. Then, an identification model is used
online to determine if the opponent team adopts such a strategy or not.
Furthermore, we also investigate how quickly the opponent formation can
be identified. Through a series of computational experiments, it is shown
that the model can identify opponent formation quickly and accurately.
Therefore, we show the effectiveness of the identification model to switch
our strategy.

Keywords: soccer simulation - team strategy - machine learning - log
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1 Introduction

In the domain of RoboCup 2D soccer simulation league, various strategies are
implemented by teams to win the competition. For this purpose, it is important
for the teams to determine the opponent strategy. Researches are conducted
with various objectives such as training optimal decision models for individual
players, predicting opponent’s behavior to make decisions [1], taking the strategy
that is the most suited against opponent teams [2], as well as improving players’
behavior like pass and dribble [3][4]. One of the essential tasks in the development
of a team in this league is to design an effective strategy. Since there is no perfect
strategy, it is difficult to win against all teams with only one strategy. Therefore,
to outperform a particular opponent team it is important to adopt the right
counter-strategy against it. In order to select the most effective strategy, it is
necessary for the team to have a set of strategies. Furthermore, the sooner the
opponent team’s strategy is identified, the sooner the team can adapt its strategy
in order to increase its chance to win the game.

We proposed a model that determines the best player formation for corner-
kick situations [2]. The model in [2] consists of two modules, learner and selector.
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The learner analyzes opponent team distributions obtained by applying hierar-
chical clustering and estimates the performance of our strategies against each
cluster of opponents by using Bayesian estimator. The selector returns the best
strategy to apply according to the estimations done by the learner part. It was
shown that it is effective to change strategies by using only positional informa-
tion of opponents. However, soccer games does not only consist in corner-kicks,
thus such a method should be extended to any kind of game mode.

In this paper, we develop a new learner and focus on the method for iden-
tifying opponent teams’ strategies. The strategy of the opponent team cannot
be known right after the game starts. Thus, the identification of the opponent
strategy must be done online during the game. This work assumes that strategies
are expressed by opponent players’ position. First, opponent teams are clustered
according to the position of their players and each cluster is investigated to
determine the difficulty for our team to defeat such a strategy. Then, an iden-
tification model is used online during a game to identify the strategy type (i.e.,
strategy cluster) of the current opponent team. The effectiveness of the proposed
identification model is examined through a series of computational experiments,
in order to verify the relationship between elapsed time and identification rate.

2 Related Work

In the research community of the RoboCup Soccer Simulation 2D, various works
that focus on the analysis of opponent teams by using a coach agent have been
proposed. For example, Gregory et al.[5] developed a coach agent that learns
offensive and defensive advices by using decision trees. Ramin et al.[6] researched
the coach development by using rule-based expert systems and decision-making
trees. The coach learns to predict agent behavior and automatically generates
advices to improve team’s performance. Mazda et al.[7] also researched opponent
modeling for prediction two-layered case based reasoning.

Additionally, the relationship between strategy and positioning was well in-
vestigated in [8]. For the strategy representation, some methods that focus on
player positioning have been proposed. For example, Visser et al.[9] proposed
a system for recognizing opponent’s formations and then applying a counter
formation. Luis et al.[10] proposed a method to change the players positioning
according to the strategy of the team. In addition, Akiyama and Noda [11] pro-
posed a player positioning method based on Delaunay Triangulation built from a
set of ball coordinates. Other analysis of opponent team’s strategy was proposed
as Riley and Veloso [12] where they proposed a method for identifying the oppo-
nent team by recording the positions, passes and dribbles of opponent players.
Faria et al.[13] proposed a formation classification method by using players and
ball coordinates. However, the proposed method is not accurate enough and re-
quires a large computation time amount. Therefore, a light and highly accurate
method is required to perform strategy adaptation during a game.
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3 Formation Identification

In this paper, we define a team strategy as the player’s positioning during a
game. Is is assumed in this paper that opponent teams do not change their
strategy during a game. In order to identify the strategy of the opponent team,
it is necessary to recognize the features of the formation. In this section, we
first describe how the formation’s features are extracted. Then, we describe the
method used to identify the strategy type of the opponent team.

3.1 Data Extraction Based on Opponent Position Information

To use players’ position as the inputs of the learning model requires to consider
their uniform numbers. Thus, the order of the players would be a problem in
the construction of the model. To cope with this issue, an opponent formation
is numerically expressed by discretizing the soccer field by a grid as shown in
Fig.1. Then, the number of players present in each cell is counted. The value of
each cell is used as the input of the learning model. The value in each cell shows
the number of opponent players at a certain cycle, and the results are integrated.
Then, the average value is computed by dividing the integration obtained so far
by the number of observed cycles. This set of the average values is used as input
data of our identification model. For example, if the field is discretized by a grid
of size 6 x 4, opponent formation is expressed by a 24-dimensional vector.

HELIOS2016 0

Fig. 1. Discretization of the soccer field by a grid of size 6 x 4.

3.2 Formation Identification Model

To investigate the effectiveness of the identification model, we compare the
performance of three different supervised-learning-based classification methods:
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Neural Network (NN), Support Vector Machine (SVM) and Random Forest
(RF). Regardless the model used, the vector obtained in the previous section
is used as input of the classification and each input is labeled by the corre-
sponding opponent’s formation. The methods used for labeling and generation
of training data are explained in the following section.

4 Labeling Training Data

Opponent teams are assumed to try to counter our basic gameplay. Opponent
teams’ strategies are categorized according to the weaknesses of our formations.
Training data are labeled according to this categorization. In this section, we
first explain the criterion used to make the decision of changing our strategy or
not. Secondly, we describe the opponent’s strategy classification method and the
labeling of training data.

4.1 Weaknesses Identification

In this work, our current strategy is considered as weak if our team has the ball
for a large amount of consecutive steps during the game but fails to score a goal.
In such a case, out team should change its strategy.

In order to identify such a situation, we define a weakness indicator. It is
calculated from a lot of game logs for each opponent teams. Opponent teams
for which the average value is equal to or larger than a particular threshold are
considered as difficult to defeat for our team. In this case, we should adapt our
strategy against this set of opponents. The method used to compute such a value
is detailed in Section 5.

4.2 Strategy-Type Labeling Based on Opponent Positioning

In order to investigate the typical defensive formations, opponents teams deter-
mined from the previous section were clustered. To do so, a Gaussian mixture
distribution is used, and its hyper-parameters are optimized using the Expec-
tation Maximization (EM) algorithm. The optimal number of clusters is deter-
mined by using Calinski-Harabasz index [14]. The index is defined as the ratio
of the within-cluster dispersion to the between-cluster dispersion.

Training data are labeled according to the different resulting clusters. These
data are used to train the classification model where the number of labels con-
forms to the optimal number of clusters.

5 Experiments

Training data are labeled according to the different resulting clusters as de-
scribed in Section 4. These data are used to train the classification model where
the number of labels conforms to the optimal number of clusters. At first, we
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investigate the optimal number of clusters and classify the typical defensive for-
mations of opponent teams. In a second experiment we identify the formation
used by each opponent teams according to the locations of their players, in order
to determine the most appropriate strategy in each situation. At the same time,
we verify how many cycles are enough to identify the opponents’ formations. For
this purpose, we experiment with various numbers of elapsed steps in order to
check the accuracy rate. The effect of the grid size on the accuracy rate is also
investigated.

5.1 Clustering Process

In this first experiment, we classify the formation of opponent teams considered
as difficult to defeat for our team and for which we should reconsider our strategy.
We define a weakness indicator as in (1), where p(k) is the ball possession time
of our team and g(k) is the score at the game k.

value(k) = d(g(k)) - p(k), (1)
=4 030 2

The ball possession rate is estimated from the game logs. The team is con-
sidered to possess the ball if two consecutive kicks are done by players of the
same team.

By determining the optimal number of clusters, we examine the number of
distinct formation. Game logs were generated by making our team playing 200
games against various opponent teams. In the following, we made our team,
HELIOS [15], playing against eleven opponent teams: CYRUS2014 [16], Info-
Graphics [17], HERMES2015, Gliders2016 [18], FURY [19], HERMES2016 [20],
MarliK2016 [21], Ziziphus [22], FRA-UNIted [23], WrightEagle [24] and Ri-one
[25] that participated in the RoboCup competitions between 2014 and 2016.
These teams are selected by using the weakness indicator. In this experiment,
only the game logs of the first half were used. We tried to determine various
different numbers of clusters varying between 2 and 10. The number of clusters
with the highest Calinski-Harabasz index was selected as the optimal number of
clusters. The formations of the opponent teams were expressed by discretizing
the field by a grid of size 30 x 20. Thus, an opponent formation is represented
by a 600-dimensional vector.

The experimental results are shown in Fig.2. From the result, three or four
clusters seem to be the optimal number. When the number of clusters is set to
three, as shown in the Fig.3, teams are categorized into two typical defensive
strategies plus one strategy considered as normal. Such Fig.3 above teams (like
CYRUS2014, HERMES2015, FURY and Ziziphus) whose the defensive strategy
consists in gathering all the players in front of the goal. The second defensive
strategy we determined is employed by teams like InfoGraphics(Fig.3 below)
that aligns vertically its players to prevent the other team to perform passes
going through the defense.
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Fig. 2. Variation of the Calinsky-Harabasz index according to the number of clusters.

When the number of clusters is set to four, a new type of defensive strategy
(Gliders2016) looking likes the straight line strategy explained previously in
addition to the results observed from the three clusters. The difference between
InfoGraphics and Gliders2016 is that Gliders2016 is aggressive when holding
balls, whereas InfoGraphics is passive. Therefore, InfoGraphics and Gliders2016
are treated as the same formation, and the optimum number of clusters is 3.

Let us call the formation depicted in the top of Fig.3 as “wall”, the formation
depicted in the bottom of Fig.3 as “line”, and the other formation as “normal”.
We decide to change our strategy against “wall” and “line” formation teams. It
should be noted that WrightEagle is classified as “normal”. The aim of the pro-
posed method are to find “wall” defense teams, thus the result that WrightEagle
is classified as “normal” corresponds to our expectations.

5.2 Formation Identification

In this section, according to the results obtained in the previous experiment,
the type of opponent teams’ formations are identified according to their player
formations. In order to verify if the proposed method can be used online, we
investigated the relationship between amount of time spent to observe the oppo-
nent team and the accuracy rate of the classification model. We also investigated
the influence of the grid size on the accuracy rate.

Based on the results of the first experiment, we trained different models used
to recognize three classes. Fields are are used five different discretization of the
soccer field: 6 x 4, 12 x 8, 15 x 10, 24 x 16, 30 x 20. We made our team, Helios,
play 19 games against teams who participated in RoboCup 2016, CYRUS2014,
InfoGraphics, HERMES2015 and WrightEagle. We focused only on the first half
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Fig. 3. Typical defensive formations. Top: “wall”, bottom: “line”.

of each game log. CYRUS2014 and InfoGraphics participated in RoboCup2014.
HERMES2015 and WrightEagle participated in RoboCup 2015. Among the wall
teams, CYRUS2014 and FURY change strategies according to goal difference.
For this reason, we only used game data in which Helios did not score any
goal against these two teams. For each class, we extracted position information
from about 3000 logs and treated them as training data. Tablel summarizes
the resulting labels. To do so, we performed the classification by testing three
different classification models, a NN, a SVM and a RF. The hyper-parameters
we employed for each model are summarized in Table2.
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Table 1. Opponent teams’ formation labels.

lOpponent Team“ label ‘

CYRUS2014 wall
HERMES2015 || wall
FURY wall
Ziziphus wall
InfoGraphics line
Gliders2016 line
others normal

Table 2. Hyper-parameters used for the classifiers.

[Classifier [Parameter [[Setting ‘
Activation function Logistic function
Optimization algorithm L-BFGS method
Structure 3 layers O

NN Number of neurons in Input layer ||The number of grid O
Number of neurons in Output layer||3 neurons [

L2 penalty 0.0001
Tolerance 0.0001
Kernel Linear
SVM ||Penalty 1.0
Tolerance 0.0001
Criterion Gini index
RF Number of trees 10
Sampling bootstrap

The experimental results are depicted in the Fig.4-8. Each figure depicts the
results according to a particular discretization of the soccer field. As shown in
Fig.4-8 the models accuracy’s convergence start from around 1500 cycles regard-
less the grid size. When the number of cycles is sufficiently large, the accuracy
rates of each classifier are similar. Regarding NN and SVM, the accuracy rate
is proportional to the number of grids, and it is high even for short amount of
time spent to analyze the opponent formation. From this results, we can state
that the larger the grid is, the sooner the opponent formation can be identified.

On the other hand, with RF, when the number of cycles is small, the accuracy
rate is low compared with NN and SVM.

6 Conclusion

In this paper, we proposed a method to identify opponent strategies online ac-
cording to their player formations. The proposed method decides whether our
current strategy should be changed or not by using opponent position infor-
mation. If the opponent strategy can be figured out, it is possible to employ a
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more suited strategy to increase the chance to outperform the opponent. For
this purpose, opponent formation was classified, and three identification models
were constructed by using machine learning methods. Future works include sur-
veying the classification rate for unknown teams. We will also investigate which
strategy is effective against opponent teams.
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